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We use technology to
bring data from farm

to table
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Tablets
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GPS
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Satellite Imagery



Drones

Credit: The Crowd and The Cloud



Sensors



Mobile Phone Metadata



Microdata Catalog



Open Analytical Tools



Statistical Tables





The technology is
already here, it’s just
not evenly distributed



Statistical Capacity Indicator







We can’t stop at
producing data: we’ve
got to put data to use

for development















 
 
 
 
 
 
 
 
 
 

THEME 1: ICTs APPLIED TO DATA COLLECTION: Are they 

increasing the effectiveness and efficiency of evaluations? 

 
 
 

  
 
 
 
 



 
 
 
 
 
Breakout session 1: Simulated field visits in Somalia 
 
Presenters: 
Ms Monica Zikusooka, Regional Monitoring, 
Evaluation, Accountability and Learning 
Manager, Save the Children-East and 
Southern Africa Region 
Mr Hassan Ileli, Information Technology 
Manager, Save the Children-Somalia 





Simulated Field Visits (SFV) in fragile 
and conflict environments 
A case of Save the Children in Somalia  
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OVERVIEW 

• Save the Children in 

Somalia 

• Program context 

• Program monitoring and 

the Simulated Field Visits 

(SFV) 

• Methodology of the SFV 

• Lessons learned and 

challenges of the SFV 

• Value added by ICT in the 

SFV and in Program 

Monitoring and Evaluation 

as a whole 
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SAVE THE CHILDREN IN SOMALIA  

• Despite progress, acute humanitarian 

needs and development challenges 

persist in Somalia  

• Chronically high malnutrition rates, 

displaced populations, limited access 

to basic services  constant stress 

by drought, floods and continued 

armed conflict 

• Save the children is implementing life 

saving and development programs in 

Nutrition, Health, Education, Child 

Protection, Child Rights Governance 

& Food Security and Livelihoods 

across the country 

• Directly reached 1,276,392 children 

and adults  in 2016 
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Three regions with different security 

levels and travel restrictions 

 

Large –scale SC programmes in South 

and Central Somalia  

 

Very limited access for non-local staff 

to field sites in this part of Somalia 

 

Little understanding of the ground 

reality in this area 

 

South Central Somalia was the most 

violent operational setting for 

humanitarian workers (Aid Worker 

Security Database) 

PROGRAMME CONTEXT  
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PROGRAMME MONITORING AND THE SIMULATED FIELD VISIT 

                  

      

Mechanisms for remote monitoring have  been developed: 

 

• Setting up and ensuring functionality of community  

Accountability mechanisms 

 

• Engaging independent field monitors 

 

• Use of GPS enabled cameras and Mobile phones for data 

collection in routine monitoring and in evaluations 

 

• Collation of real time field data into dash boards to support real 

time decision making   

 

• Conducting Simulated field visits 

6/6/2017 ICT4 Eval - Save the Children 



THE SIMULATED FIELD VISIT (SFV) 

The first SFV was conducted in 2013 as part of a review of a nutrition 

programme in Puntland and Hiran (south and central Somalia) to look 

more in depth into the programmes ahead of a donor audit. 

 

The international staff of the review team conducted the review of the 

Puntland programme without much access difficulty , but insecurity 

prevented direct access to Hiran. To ensure that the review could be 

conducted to a similar level of depth as the face-to face review in 

Puntland, it was necessary to be creative with methods of  the review 

 

A number of tools were then developed to support this particular review 

and were further developed  into the SFV 
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THE SIMULATED FIELD VISIT  

Aims of the Simulated Field Visit 

 

• Monitoring of nutrition programmes (verification of programme 

existence!!) 

 

• Assessing the programme perfomance  

 

• Provide TA support to programmes that cannot be accessed by 

international staff: 

 

• Identifying gaps and areas for capacity development 

 

• Connection with the field teams and motivation 
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METHODOLOGY OF THE SIMULATED FIELD VISIT 

Minimum standards/quality benchmarks and information needs agreed 

 

Documents and photos provided by the field 

 

 

Skype/phone calls with the field 

 

 

Joint review of documents with the field 

 

 

Feedback and action planning 
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METHODOLOGY OF THE SIMULATED FIELD VISIT  

Field team provides: 

• Specific photographs of 
different points in the 
programme with GPS 

• Scans of a sample of TSFP 
and OTP cards 

• Phone numbers of volunteers 
and staff attached to sites 
being visited 

• Scans of stock records and 
tally sheets 

• Completed checklists and 
FGD notes 
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METHODOLOGY OF THE SIMULATED FIELD VISIT SPECIFIC 

Photos requested 
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METHODOLOGY OF THE SIMULATED FIELD VISIT  

 Scanned Documents - 10 OTP cards for each site provided 
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METHODOLOGY OF THE SIMULATED FIELD VISIT  

Focus Group Discussions 
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METHODOLOGY OF THE SIMULATED FIELD VISIT  

Document Analysis  

• How are the OTP protocols being 

followed? 

• Patient registration (registration 

cards) 

• Admission and Discharge 

procedures  

• Treatment (medicines & RUTF) 

• Patient followup 

• Stock Management (scanned stock 

cards & tally sheets) 

• Focus group discussion notes 

• Photographs 
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METHODOLOGY OF THE SIMULATED FIELD VISIT  
Photographs - nutrition promotion activities 

Nutrition promotion activities 

in two different sites   
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METHODOLOGY OF THE SIMULATED FIELD VISIT  
Photographs….MUAC measurements 
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METHODOLOGY OF THE SIMULATED FIELD VISIT  
Photographs ..site set up 

6/6/2017 
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METHODOLOGY OF THE SIMULATED FIELD VISIT 
Photographs.... WASH facilities 
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METHODOLOGY OF THE SIMULATED FIELD VISIT 
Discussion with the field team  

Triangulation of data, findings, feedback, challenges, 

action planning 
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METHODOLOGY OF THE SIMULATED FIELD VISIT 
Report  
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METHODOLOGY OF THE SIMULATED FIELD VISIT  
Action plan follow up  

  

• Actions logged into an action plan tracker at the field site – 

responsible person, field manager and operations director 

alerted on the action (from monitoring, evaluations, 

community feedback etc) via email  

• Auto alerts on pending actions 

• Auto escalation of uncompleted actions 

• Management visibility of status in implementing actions 

• Accountability for program quality at all levels 

online action track 
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https://savethechildren1.sharepoint.com/sites/Somalia/prgm/dashmeal/SitePages/Home.aspx


IMPROVEMENTS OVER TIME 

2013 

o Dosages of RUTF provided were 

incorrect  

o No information on actions taken 

for children with static and/or 

faltering weight  

o No information on vaccination 

against measles  

o No information on the discharge 

outcomes.  

o Some photographs indicated 

that MUAC was not taken 

correctly  

o Waiting space and facilities were 

inadequate. 

 

2015/16 

o 61%, 74% and 96% of the 

eligible children with vaccination 

status noted in the 2nd, 3rd and 

4th reviews respectively 

o Children who received correct 

amount of RUTF improved from 

69.4% in the initial review to 

100% in the 4th review.  

o Discharge information improved 

from 51% in the initial review to 

80% in the 4th review.  

o Less progress in ensuring that 

poor weight gain is identified and 

investigated  
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LESSONS LEARNED AND CHALLENGES OF THE SFV 

Prior preparation especially in getting 
a complete set of documents as 
requested will determine the quality 
and usefulness of the SFV. 

 

Quality of photographs can be an 
issue. Training of the team in taking 
photos is needed. 

 

It often takes a lot of communication 
to get all the correct photos and 
documents 

 

As the review team is not actually 
travelling to the field, strict  discipline  
is required to set aside uninterrupted 
time to conduct the SFV.  

 

 

 

 

 

 

The big question: How useful is this when the field teams choose what to show 
you? 
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BEYOND THE SFV.. Real time monitoring of program 

quality and performance 

Quality Monitoring information 

by location & date 

Key program indicators 

by location 

Kobo, ONA & Tableau 

Platforms 
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https://kobo.humanitarianresponse.info/forms/#/forms
https://ona.io/sns_somalia/3189/136433#/map
https://dub01.online.tableau.com/t/ona/views/SNSdashboards/AcuteMalnutritionPrevalence?:embed=y&:showShareOptions=true&:display_count=no&:showVizHome=no#1


VALUE ADDED BY ICT 

in SFV and M&E 
• Verification of the existence of 

programs 

• Real time data that supports 
decision making at all levels 

• Stronger data integrity 

• Improved data quality – can be 
ensured remotely 

• Cost effectiveness in data 
collection and analysis 

• Better tracking of program quality 
and performance in inaccessible 
locations 

• Learning across 
sites/locations as performance 
data is pooled into centralized 
dash boards 

• Better support and engagement 
with field teams in remote 
locations 
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Breakout session 2a: Geospatial analysis in the 
Philippines 
 
Presenter: 
Mr Malte Lech, Evaluator, German Institute 
for Development Evaluation 



Geospatial analysis in impact evaluations –  
a land-use planning intervention in the 
Philippines 
 
Breakout Session 2: Using geospatial analysis for Impact evaluations 
 

ICT4Eval – IFAD, Rome| June, 06 - 07th 2017 

 

Dr. Malte Lech 

Evaluator 



Geospatial analysis: Relatively cost-efficient and ‚easy‘ 
 Open-Source (Desktop GIS: QGIS / R)  
 Open-Data 
 Online learning resources  

 

First stepping-stone to leverage the potantial for ICT in evaluative work 
 Geospatial analysis  
 Spatial econometrics 
… 
 Remote Sensing 
 ‚Big Data‘ / ANN / ML  
 

Overcoming to-big-to evaluate (2B2E) challenges / new insights on established 
and new evaluative questions 

Geospatial analysis:  
a potential start into ICT in evaluation 

28.02.2018 Seite 2 

Complexity of tools 
Readjustment of skill-sets in evaluation teams 



How are we experiencing ‚to-big-to-evaluate‘ (2B2E) challenges in DEval‘s 
Land Use Planning Impact Evaluation?  

 

What are practical sollutions for 2B2E problems? 

 

How can you structure project workflow in (interdisciplinary) geoanalysis-
teams?  

 

 

 

Key questions 
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Land Use Planning Impact Evaluation at DEval: 
SIMPLE intervention 

Sustainable integrated Sustainable Integrated 
Management and Planning for Local Government 
Ecosystems (SIMPLE) 

 Component project of Environment and Rural 
Development program (EnRD)  

 Duration: 2006 - 2015 

 Regional scope: Visayas Region, Philippines 

 

SIMPLE consists of:  

 descriptions of well-tried processes and 
instruments for the management of land use 

 Training components / writeshops / GIS support  
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‚Baseline‘ data 
collection in 2012 

 3,000 household 

 300 villages 

 100 municipalities 

 

‚Endline‘ data collection 
in 2016 

 Quasi-experimental 
design 

 Propensity score 
matching 

 

 

 

 

 

 

 

 

 

A straightforward evaluation? 
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Typhoon Yolanda - November 2013 

28.02.2018 Seite 6 

• 6,343 confirmed casualties *  

• 1,058 people missing * 

• Followed by remendous 
international aid and donor support 

Typhoon Haiyan (Yolanda)  

* National Disaster Risk Reduction and Management Council (NDRRMC) 2013 –  

Final Report Effects of Typhoon "Yolanda" (Haiyan) 



Further complexities 
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Typhoon Yolanda 

 Difficulties in attribution of treatment / differentiation 

 Varying outcomes depending on affectedness 

 

Outcomes so large and complex that survey data will not be able to reveal 
true extent 

 Reduction of deforestaton and illegal logging 

 Idenfication of areas prone for natural hazards 

 Scale and scope of survey data 

 

A real-world intervention that does not follow experimental evaluation 
setting 

 Intended and unintended Policy Diffusion 

 Attribution of trainings by different authorities 

 Overlapping project goals 

 



How are we experiencing ‚to-big-to-evaluate‘ (2B2E) challenges in DEval‘s Land 
Use Planning Impact Evaluation?  

 

What are practical sollutions for 2B2E problems? 

 

How can you structure project workflow in (interdisciplinary) geoanalysis-
teams?  

 

 

 

Key questions 
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Practical solutions: Typhoon Yolanda 

28.02.2018 Seite 9 

Challenge 

 Little comprehensive data about exposure of intervention / control 
municipalities / Difficulty to evaluate the reported impacts in regard to the 
intevention 

 Varying quality of self-assessment of interviewed persons (overestimation) 

Solution 

 Approximation of Typhoon exposure based on geographically referenced 
weather data:  

 

GFS  
(Global Forecast 
System): 
Data prepared and 
collected by ERDDAP 
 
  
Wind Speed  
Wind Direction 

 
Calculation of mean 
peak-wind speed 
over survey area / 
time 
 

 
GIS mapping 
 

 
Merging with 
primary survey data 
 



Practical solutions: Typhoon Yolanda 
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Pros 

 Fast and easy way to gain an approximation of Typhoon impacts  

Cons 

 Still needs extensive knowledge about local conditions (coastal exposition)  

 

 

 

 

 

 

Utilization 

 Assessment of intervention and control‘s exposure to Yolanda  

 Utilization as matching variable for PSM 

 

 

Pearson correlation coefficient GFS: wind 
speed,  

GFS: wind speed + 
coastal exposition 

Casualties (% of mun. pop) .27 .40 

Injured persons (% of mun. pop) .28 .30 

Missing persons (% of mun. pop) .25 .40 
Sources: NDRRMC 2013, GFS 2016 



Practical solutions: Large-scale 
outcomes 
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Challenge 

 Geographically large outcomes that are hard to measure using only survey 
data (Forest cover change / Natural disasters) 

 Limited ability to generalize survey data due to regionally clustered sampling 

Solution 

 Using external geographic data (remote sensing and open source vector data) 
to quantify outcomes in intervention and control municipalities 

 



Practical solutions: Forest cover 
measurement 
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Forest cover / Deforestation 
 

 High resolution forest 
cover change data based 
on Landsat data (Hansen et al. 
2013) 

 
 Relatively precise 

measurement of change in 
forest cover (30m raster cell 
size) 
 

 Correction for 
deforestation caused by 
Typhoon Yolanda in 2013 
 

 Assessment of forest cover 
change in intervention and 
control municipalities 

 

Forest cover 2000 in Leyte, Philippines Forest cover loss 2000 – 2015 in Leyte, 
Philippines 

 



Practical solutions: Natural hazard 
asssessment 
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Natural hazard assessment 

 Simplified multi-hazard mapping to analyze households‘ potential exposure to 
localized natural hazards 

 Contextualization of survey data 

 

Flooding 
1. Coastal 
2. River  
(Terrain height, aspect, buffer) 
 
 
Landslides  
(Slope and Forest Cover) 
  
Volcanic Hazard  
(Buffer) 
 

Data collection and consolidation: 
• Digital Terrain Model (SRTM) 
• Geocoded rivers and streams 

(OSM) 
• Global Forest Cover 



Practical solutions: Policy diffusion 
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Challenge 

 Control municipalities might be ‚contaminated‘ by support measures similar 
to the treatment: „Congested development cooperation landscape“ 

 Personnel from control municipalities might interact with treated personnel: 
Unintended spillover.  

 

Solution 

 Controlling for spatial autocorrelation of outcome 

 

 
Definition and 
refinement of 
distance matrix 
 

 
Calculation and 
detection of spatial 
autocorrelation 
 

 
Accounting for 
diffusion in 
statistical data 
analysis 
 

 
Outcome and 
geographic area 
 



Practical solutions: Policy diffusion 
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Approach 

 Experimentation with various approaches to measure distance and proximity: 

 Geographic proximity, institutional proximity, cultural proximity (Boschma 2005), 

 road network distance 

 Calculate distance matrix and spillover of outcomes: Integration into data 
analysis 

 
Network specification, distance between municipal halls

Simple connectivity matrix Travel time distance matrix based on Google Maps API 



How are we experiencing ‚to-big-to-evaluate‘ (2B2E) challenges in DEval‘s Land 
Use Planning Impact Evaluation?  

 

What are practical sollutions for 2B2E problems? 

 

How can you structure project workflow in (interdisciplinary) geoanalysis-
teams?  

 

 

 

Key questions 
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Geoanalysis workflow 
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Different approaches 

 Different disciplines, common project goal 

 Finding a common language and understanding  

 Requires effort to lobby for geographic integration 

 

Different tools 

 Desktop GIS for smaller analysis and visual proofing, remote sensing  

 R for large-scale geoproecssing, calculation and automation 

 

Managing interfaces and workflow (Philippines project) 

 Survey data the project is based on is the common ground  

 Municipal, Village and Household IDs as common identifier 

 Exchange format mostly .csv and .shp file formats + .geotiff for raster data  

 



Data sources and cost 
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Increasing availability of open-source data / software 
 Base geometries: http://gadm.org/ 

 Terrain data / Remote Sensing data (Landsat / Sentinel): https://earthexplorer.usgs.gov/ 

 Open Street Map: Preprocessed (geofabrik.de)  

 Global Forest Change: http://earthenginepartners.appspot.com/science-2013-global-forest/download_v1.3.html 

 
 Free / quality varies regionally (needs proofing) 

 

Commercial vendors (remote sensing):  
 Airbus Defence and Space (Pléiades, SPOT) 
 Digital Globe (GeoEye, World View) 
 

 High price / high quality (resolution) 
 

Geocoded data for evaluative work 
 http://aiddata.org: Geocoded donor data  

 
 
 No ‚one-stop-shop‘ solution but hunting and gathering  

http://aiddata.org/
http://aiddata.org/


Summary and Outlook 
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Examples presented: „what is feasible in everydays evaluative work“ 

 

Increasing complexity and details – a question of resources: 

 Diffusion analysis: connectivity matrix based on real-time traffic information 

 

Geographic analysis can be a stepping-stone into more sophisticated use of 
technologies for evaluation:  

 Increasing the size of datasets for analysis 

 Merging different data-sources (poverty, remittances, mobile phone data) 

 Automation of data (pre-)processing and analysis 

 

Technologically complex evaluation techniques 

 Complementary but no replacement for existing evaluation techniques 

 



Thank you  
for your attention 
Dr. Malte Lech 

Mail: malte.lech@deval.org 

Phone: +49 228 336907 - 969 

 



 
 
 
 
 
 
 
 
 
 

 
      Breakout session 2b: Evaluating environmental impact 
 

 
 
 
 
 

Presenter: 
Mr Juha Ilari Uitto, Director, 
Independent Evaluation Office, Global 
Environment Facility 



Evaluating Environmental Impact Using Technology

Dr. Juha Uitto, Director

Dr. Geeta Batra, Dy. Director & Chief Evaluation Officer
Dr. Anupam Anand, Evaluation Officer

Independent Evaluation Office, Global Environment Facility

Information and Communication Technologies for Evaluation (ICT4Eval) Using Innovative 

Approaches to Development Evaluation International Conference 

Rome, Italy, 6-7 June 2017 



Why use ICT in evaluations?

 Efficiency

 Analysis at different scales

 Aiding objectivity and transparency

 Applicable to variety of evaluation methods



GEF Land Degradation Projects



Methodology

1. Geocoding 

2. Geospatial data

3. Data integration

5. Causal tree 

analysis

6. Valuation of Carbon 

sequestration

4. Matching analysis





Machine learning, causal tree method for 
assessing factors influencing outcomes and 

influencing outcomes and impact. 

Model simulation done numerous times to 
account for model Uncertainty



Lag time of 

4.5 to 5.5 years 

for impacts to be 

observed

Higher impact 

observed in areas with 

poor initial conditions

Access to electricity 

associated with 

higher impact

Findings



GEF land degradation project valuations



International Waters



Lake Victoria: Vegetation presence Vegetation Water

GEF ID 88 GEF ID 2405 GEF ID 3399
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Biodiversity



Did the intervention cause the change?
Quasi-experimental evaluation design based on propensity score matching

GEF-supported PAs have 

23% less forest loss 



NASA Digitalglobe NextView

Images at 2.5 to 0.5 m resolution used to identify 

drivers of change that hinder success of GEF 

support

Identify the drivers

2.5 m 30 m zoomed in to 

2.5 m



Triangulating Across Methods





0
.2

0
.4

0
.6

0
.8

d
at
a

-0
.2

0
.0

0
.2

se
as
o
n
al

0
.4
5

0
.5
5

tr
en

d

-0
.1

0
.1

2000 2005 2010 2015

re
m
ai
n
d
er

time

India: SLEM PMIS 3472(2009-2015) Time series analysis using satellite data

Year

Apr 2009 Apr 2015

Beneficiary survey

Village 

Bamboo forest



Challenges and limitations

High computing 

power and 

technical skills 

needed

Uneven availability 

and accuracy of 

contextual variables 

across sites

Cannot always 

answer “how” and 

“why” questions

Need for field 

verification/ 

groundtruthing



Approach evaluation as a 

dynamic learning  process

Partner 

with global institutions

Use mixed 

approaches and 

methods

Continue exploring 

new technology

Solutions and lessons



Thank you
http://www.gefieo.org/IFAD LUSIP, Swaziland

GEF ID 3390

http://www.gefieo.org/


 
 
 
 
 
 
 
 
 
 

 

Breakout session 3 – Using earth observation to 
support the evaluation of an income enhancement 
project in Georgia 

Presenters:  
Hansdeep Khaira, Evaluation Officer, IOE, IFAD 
 Giancarlo Pini, independent consultant, World Food Programme (WFP) - Vulnerability Analysis 
Mapping (IFAD-WFP Joint Climate Analysis Partnership) 
  
 
 



Using Earth Observation in
supporting evaluation of an
income enhancement project

Hansdeep Khaira* - Giancarlo Pini**
*IFAD’s Independent Office of Evaluation

**World Food Programme – IFAD-WFP Joint Climate Analysis Partnership

Information and Communication Technologies for Evaluation (ICT4Eval) International Conference Rome, 6-7 June 2017



Background

• IOE requested to set up and test a methodology (based
on EO data) supporting Impact Evaluation of an irrigation
rehabilitation Project aimed at improving incomes.

• The goal was to set an operational and reliable
methodology and test it in view of possible use in future
IOE evaluations.

2



Objective

• To estimate magnitude & significance of difference in
vegetation development (NDVI) based on temporal
variations (project baseline 2013 and endline 2016)

• The methodology should be able to perform a cost-
effective verification of the effectiveness of the
intervention that may be used as i) a preliminary
screening, ii) support field verification missions and iii) as
a medium/long-term impact monitoring tool when applied
repeatedly over time.
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Methodology
NDVI variations between
before and after the
intervention could be due
to
i) the intervention itself,
ii) the stage of

development of the
vegetation at those
particular times, and

iii) the seasonal weather
conditions in the
period preceding the
observation

WHAT CAN WE DO TO IMPROVE OUR ANALYSIS ? 4



• The methodology applied is derived from the “Before/After
Control/Impact ‘BACI’ contrast presented in a recent research
paper.

• The rationale is that project interventions will cause a different
pattern of change from before to after the treatment compared with
similar areas not treated by the project.

• The original paper applied the BACI to a natural vegetation
restoration project.

• Our pilot project is the first time BACI is applied in agriculture.

Methodology
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• Data: Analysis performed using 250-m NASA MODIS NDVI product
(8 days) from 2004 to 2016 (Landsat on going)

• Project Area: Five irrigation schemes that were rehabilitated as part
of project intervention. Farm plots split into three sizes: small (< 2ha),
medium (2-10ha) large (> 10ha) - to understand better the effect on
different types of farmers.

• Selection of non-treated sites based on:
 similar land cover
 geographic proximity
 not subjected to intervention
 randomly selected

Methodology
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 Undertake unsupervised classification (KMeans cluster analysis)
to classify area according to different vegetation development
patterns.

 Assess pixel similarity in treated (T) and non-treated (NT) areas
Similarity has been defined as the complement of the RMSE:
Similarity s = 1–RMSE.
Values close to one indicate nearly identical overall composition of
a T and the NT. Pixels with a similarity smaller than 0.9 were
discarded

 In the next step, we randomly extracted 50 NT and then the NDVI
was extracted for all valid pixels belonging to the T and NT areas for
the period before and after the intervention. The 20 NT with higher
RMSE were considered for the calculation of the BACI contrast.

Methodology: Steps
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 The impact of the intervention is evaluated by the change between
T and NT before and after the intervention.

BACI contrast = ( µNTa −  µNTb ) − ( µTa −  µTb )

where µ is the site-specific spatial NDVI mean; NTa, Ta stand respectively for
non-treated area and treated area at endline (after); NTb and Tb stand respectively for
non-treated area and treated area at baseline (before).

 By convention, a negative BACI contrast indicates that the variable
has increased more in the intervention site with respect to controls
in the time period before and after intervention.
 The BACI analysis provides two important statistics: the

significance level (P-value) of the BACI effect test and the BACI
contrast*.

 *The (null) hypothesis of no change was rejected at the conventional 5% significance level.

Methodology: Steps
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Perimeter name Zone

BACI
index

(contrast)

Relative
contrast

% P-value
Before and After

Time-frame

Does-Grakali full area -0.0052 -0.73 0.0080061 2011-13vs2014-16

Does-Grakali medium fields -0.0155 -2.16 0.0002820 2011-13vs2014-16

Does-Grakali small fields -0.0067 -0.89 0.2066130 2011-13vs2014-16

Lami-Misaktsieli full area 0.0024 0.34 0.0000150 2011-13vs2014-16

Lami-Misaktsieli large fields -0.035 -4.9 0.0892510 2011-13vs2014-16

Lami-Misaktsieli medium fields 0.0203 2.89 0.0000470 2011-13vs2014-16

Lami-Misaktsieli small fields 0.0036 0.48 0.0004710 2011-13vs2014-16

Karagaji full area 0.0216 2.98 0.0001090 2012-14vs2015-16

Karagaji small fields -0.0031 -0.41 0.0058530 2012-14vs2015-16

Metehki full area 0.0065 0.85 0.2082250 2012-14vs2015-16

Metehki small fields -0.0113 -1.45 0.0001110 2012-14vs2015-16

Dzevera-Shertuli full area 0.0043 0.61 0.0145280 2013-15vs2016

Dzevera-Shertuli medium fields 0.0595 9.24 0.3925540 2013-15vs2016

Dzevera-Shertuli small fields -0.0044 -0.63 0.0140050 2013-15vs2016

Results

Negative BACI contrasts (in bold)
Green background is used to highlight negative BACI contrasts that are significant at the 0.05 P-value
Light green background is used to highlight negative BACI contrasts that are very close to significant
0.05 P-value
Grey background indicates a non-significant/no BACI effect. 9



A significantly negative BACI contrast (i.e. improvement in NDVI
with respect to NT after the intervention) detected in 7 out of 14
samples respectively but only 4 with significant 0.05 P-value.

In three of the five schemes, small plots in treatment areas
performed better than similar plots in non-treatment areas.

Average relative contrast  of -1.24% in sites with significant
BACI effect.

Considering NDVI as a proxy of the vegetation development, these
numbers mean a limited improvement in the vegetation
development with respect to the controls areas.

Results
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Field mission

Results of ground-truthing carried out though a field
mission confirmed the low uptake of irrigation in
intervention areas.

Some of the increase in vegetation was due to more
grass being grown (livestock fodder).

Impact Evaluation

Results of HH survey also showed statistically
significant increase in land area available for irrigation
but insignificant increase in area irrigated after
intervention.

Results
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Some of the main lessons learned that could further improve
the quality of outputs:

• Complex environment (anthropized irrigated area) led to
challenges in explaining whether the change is related to
difference of vegetation greenness or due to switch in
cropping pattern.

• A well-designed field visit is essential to explain the
confounding factors (e.g. crop rotation, crop change, etc.).

• Survey firm should collect household data with coordinates,
which could then be utilised for cross-reference of the NDVI
data in the same area of interest.

Lessons learned
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• Preparation is the key:
 exact delineation boundary (command area) for

project's area.
 pre-assessing the accuracy of treatment area maps

through discussions with project staff.

• When NDVI is used in conjunction with household survey,
two strategies can be explored:
 Using NDVI to aid control group selection of the

household survey.
 Using NDVI to select a control group additional to

control group used for household survey.

Lessons learned
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• In sum, while the methodology provides an opportunity
for better understanding of the impact of project
intervention on agricultural productivity, a well-designed
control group and field visits and generally improved
information from the field, will enhance the quality of the
assessment, especially when evaluating projects with
complex vegetation coverage and land use such the ones
object of this study.

Lessons learned
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• The methodology has been completely automatized by developing
an algorithm in open source statistical software R (R Development
CoreTeam, 2016). It can be applied easily to other IE

• Better integrate the EO analysis in the IE procedures

• Great potentialities coming from newly available EO data (Sentinel II
at 10 mt. resolution)

Next steps

15



 
 
Breakout session 4. Collect Earth: innovative and free 
multi-purpose land monitoring through remote 
sensing data 

Presenters:
Mr Danilo Mollicone, Forestry Officer and Project Lead Technical Officer, Forestry Department, 
FAO Mr Giulio Marchi, Geospatial Forestry Officer, Forestry Department, FAO 



Collect Earth:  
Augmented Visual Interpretation 

for Land Monitoring 
 
 

Danilo Mollicone – Giulio Marchi 
FAO - Food and Agriculture Organization of the United Nations 



 International Climate Initiative (IKI) of 
German Ministry for the Environment 
(BMUB) 

 Support to the Forestry Department 
of FAO 

 Free and Open Source Software for 
forest and land monitoring 

 FAO project "National Forest 
Monitoring and Information Systems 
for a transparent and truthful REDD+ 
process“ 

 LC4Climate with the Department of 
Interior, USGS, USFS, UNFCCC and 
NASA-SERVIR, Action Against 
Desertification/Great . 

 

OpenForis.org Suite 



In the beginning was the price 

• Technical Announcement 
U.S. Department of the Interior, U.S. 
Geological Survey 
April 21, 2008 

• Landsat: the longest-running civilian 
Earth-observing programme (since 
1972) 

• USD 700, up to 4,000 in '80s 
• Landsat and LDCM Headlines 

October 1, 2008 
"All Landsat 7 ETM+ scenes held in the 
USGS EROS archive are now available 
at no charge" 



Collect Earth System Overview 

 

 
GEOSPATIAL 

ANALYSIS 

 

 
COLLECT SURVEY 

DESIGNER 

CUSTOMIZATION 

 

 

CODE EDITOR 

COLLECT EARTH 

 

 

INTERACTION 

 

 

ANALYSIS 

 

 

SPREADSHEET 

ANALYSIS AND DISPLAY 

 

 

GOOGLE EARTH VHR IMAGES 

 

 

ASSESSMENT 

EARTH ENGINE 

 

 

 

 

CSV EXPORT PROCESSING AND DISPLAY 

 

 

ADDITIONAL (GEOSPATIAL) PROCESSING 

 

 

EARTH ENGINE 

SINGLE-USER MULTI-USER 

STORAGE 

 

 
 

 

COLLECT 

BACK END 



Collect Earth 



• Innovative HTML-based Google Earth plug-in 
• Augmented visual interpretation 
• Highly customizable 
• Point-based LULUCF sampling 
• GUI data entry 
• Easy and powerful tool 
• VHR multi-temporal 
• Geo sync Earth Engine, Bing Maps 

Collect Earth 



Earth Engine Integration 

• Easy access to and display of satellite data 
• Landsat 7/8 Greenest Pixel et alia 
• Multi-temporal dataset 
• Landsat, Sentinel 2, MODIS, SRTM, land 

cover, atmospheric data, … 
• No search/download/ store/process… 
• Data 
• entry in Google Earth 
• review in Earth Engine 



Google Earth Engine and  
Earth Engine API Playground 

2009 2010 

Accurate year of land use conversion using Google Earth Engine 



Google Earth Engine and  
Earth Engine API Playground 

Example: Irrigated agriculture in South Africa 



Google Earth Engine and  
Earth Engine API Playground 

Example: Planted Forests in Brazil 

Rotation Cycle ~7 years 



Sentinel 2 

• Freely distributed in GBs 
• Global coverage 
• Frequency: 
• 10 days with one satellite  
• 5 days with two satellites 
• Resolution: 10 m 
• Available in Code Editor 

MODIS 250m Landsat 8 30m Sentinel 2 10m 



Saiku 

 Easy user interface 

 Drag-and-drop system 

 Fast, intuitive, flexible analysis 

 Colourful and informative 
charts, graphs 

 Export to Excel, CSV, PDF, JPG, 
PNG 



• Sensors are evolving quickly, together with the 
availability of Earth observations products 
 
• No need of powerful computers to run powerful 
analysis 
 
• Collect Earth is always coupled with a strong capacity  
development component 
 
• Incorporation of local knowledge 

 
• Fully customizable 

Conclusions 



Collect Earth  
Case studies   

 
 
 

 



FAO Action Against Desertification:  
Restoration needs/opportunities in Africa’s Great Green Wall 
 

http://www.fao.org/in-action/action-against-desertification/resources/en/ 



New global forest geography 

http://science.sciencemag.org/content/356/6338/635  

http://science.sciencemag.org/content/356/6338/635


Total area 
Tree canopy 

cover ≥ 10% 
Forest 

Tree canopy 

cover ≥ 10%   

and < 40% 

Open 

forest 

Tree canopy 

cover ≥ 40% 

Closed 

forest 

Continent 

  Africa 1961 364 286 213 151 151 135 

  Asia 1950 299 213 104 37 195 176 

 Europe 295 92 63 29 7 63 56 

 North America 694 238 204 77 49 161 155 

 Oceania 685 124 114 94 85 30 29 

 South America 546 208 197 33 26 75 171 

Drylands total 6132 1327 1079 550 355 777 724 

Forest/tree cover extension in Drylands 



Our data compared with previous estimates 





Total area: 994 km2 

Number of plots: 234 

Forest 
33% 

Cropland 
11% 

Otherland 
1% 

Grassland 
46% 

Settlement 
9% 

Land use distribution 

CAPE VERDE  – SANTIAGO ISLAND  
Collect Earth case study to assess Land Degradation Neutrality 



Area (ha) 2015 - Current land use    

2000 - Initial 

Land Use  
Forest Cropland Otherland Grassland Settlement total   2000 

Forest 29,009 
 

  

 

  
853 2,560 

32,422 

Cropland 
 

  
10,665 

 

  
853 

 

  11,518 

Otherland 
 

  

 

  
1,280 

 

  

 

  1,280 

Grassland 3,839 
 

  

 

  
43,088 

 

  46,927 

Settlement 
 

  

 

  

 

  

 

  
6,826 

6,826 

total  2015 
32,849 10,665 1,280 44,794 9,385   

Land use change matrix to assess LDN 

Based on IPCC 2006 AFOLU Guidelines 



New approach to assess land degradation neutrality 

 Green days = number of days with green vegetation per year 

 

 Annual green = integral of annual vegetation index 

 

 Land productivity in cropland = number of harvest per year 

 

 Tree cover trend = changes in tree cover 

 

 Tree count trend = changes in tree count 

 



Green days Annual green 
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Cropland Productivity 
number of harvests/year  

Land productivity in cropland 



• Tree cover change, in total (figure 1) and per year (figure 2) 

• Overall tree cover change (including plots without change): + 3.5% of tree cover 

• Annual tree cover change (including plots without change): +0.32% of tree cover  

No change = 71.4% 
Change = 28.6% 

Tree cover trends 



• Tree count change, in total (figure 1) and per year (figure 2) 

• Overall tree count (including plots without change) : + 1.74 of tree per ha 

• Annual change in tree count (including plots without change): + 0.18 of tree per ha 

No change = 71.4% 

Change = 28.6% 

Tree count trends 



Increase 

in  

tree cover 

Increase in  

tree cover 

and count 

Tree cover over tree counts 



Collect Earth: 

Water body restoration and rehabilitation in 
the UPPER VELLAR sub basin 

 (TN-IAMWARM project) 



UPPER VELLAR SUB BASIN 
Phase 2007-2008 

Upper Vellar area:  1829 km2 

 

Total number of water tank: 49 

 

Total number of plots assessed: 

140  

Cropland: 99             water tank:41 



ID 45 

ID 10 

Example of croplands 

15% of the cropland area has 

palm plantation 



Quantitative estimate 

- In 2012-2013 the cropland area with double harvest decreased by 5%. 

- In 2013-2014 and 2014-2015 the cropland are with double harvest 

increased by 51% and 60% respectively 
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Percentage of cropland with double harvest 
Results on 84 test plots 

15 % project baseline (average of the 

cropland area with double harvest) 

Project time frame 



Potential water tank analysis 
Results on 41 test plots 
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• Land Degradation Neutrality can be represented 
through trends in land elements 
 

 
• Technology and data are now freely available  
 
 
• No need of powerful computers, only internet 

connection is necessary 
 
• Collect Earth is an user friendly tool, perfect for 

capacity building/development activities 

Conclusions 
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Breakout session 5. Mobile-based data collection tools 
for programme monitoring and evaluation 
 

 
 
 

Presenters:  
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Service, Programme and Policy Division, WFP 
 



Mobile based data 
collection
An overview of Tools,  Methods and case studies

DIEFFI TCHIFOU M.

Information and Communication Technologies 
for Evaluation International Conference

Rome June 6-7, 2017



Introduction
It is a fact that the quality of an evaluation depend on
reliable data. historically, surveys for data collection
has always been paper based; which presents some
limitations in terms of quality, reliability and duration
of processing of data. with the emerging of the ICTs
this last years there are news approaches in data
collection process such as web based data collection
and mobile based data collection.

2



Keys points
 What are mobile based data collection tools?

 How do mobile based data collection works?

 How are mobile based better than paper-based
data collection?

 Principles of designing effective ODK based
surveys in developing countries.

3



What are mobile based data collection tools? 

For the data collection we need both equipment and software

Equipment

• Computer for Form Design and Data Extraction

• Smartphone for data entry and transmission

• Server for receiving and storing data

Software

• Form Design tools (MS Excel, XLSForm Offline, iFormBuilder, ODK Build…)

• Data entry and data transmission tools (ODK Collect, KoBo Collect…)

• Extraction tools (ODK aggregate, gammu-smsd…)

4



How do mobile based data collection  works? 

The process of mobile based data collection is not too
different from the paper based. the main difference stand
from the tools and means to render data ready for analysis.

5

Design of Survey form Data entry Data analysis

Paper forms design Paper forms conversion



Mobile based data collection  process

the process of mobile based data collection consist into five
phases:

6

Designing
Convert the 
paper form 
into digital 
form 

Uploading
Transfer the 
designed 
form into the 
mobile phone

Collection 
Use the form 
in the phone 
to collect 
data

Transmission 
Send collected 
data to the 
central level by 
SMS or by 
Internet

Extraction 
Export the 
centralised 
data for 
analysis1

2
3

4

5



How are mobile based better than paper-
based data collection? 

Even if there is no big differences in the mobile based and paper-

based data collection process, there are several advantages to use

mobile for data collection than to use paper in terms of:

 Speed

 Accuracy

 Data format

 Cost

7



Principles of designing effective ODK based 
surveys in developing countries

To well understand what are Principles of designing

effective ODK based surveys in developing countries

let us first look at some case studies in which we

used ODK based surveys. After what we will

emphasize on challenges, lessons learns and some

good practices.

8



Dove Project

Dove is an epidemiological surveillance of cholera

project in the Far North of Cameroon

 The objective of Dove is to detect any cholera

epidemic at an early stage in order to provide an

effective response

 13,000 households were placed under surveillance

for 06 months (April-September 2015)

 Nearly 312,000 notices were sent by SMS

9



REMMOC Project
REMMOC is a project that aims to reduce the
mortality and the morbidity of Cholera in the town of
Douala Cameroon

 The objective was to identify potential sources of
cholera in order to carry out preventive actions.

 30 investigators from the study areas were trained
in the identification and characterization of water
points and the use of smartphones for reporting .

 More than 1,500 water points have been
identified and evaluated in one month

10



What was the challenges?  
While designing the above projects we realized that we will face

some difficulties due to the context in which they will be implement.

 One of the project was to be implement in remote area without

internet access and continuous power supply.

 Data were to be centralized and process in real time.

 Even if some of the community relays in charge to collect data

were used to with mobile phone, it will be a need to train them

on how to use mobile phone to collect data.

11



What did we learn?  

 The use of smartphones has greatly reduced the margin of error

in the collection of data since the data analysed are those

directly entered by the interviewer.

 The data collected are geolocated which make verification very

easy.

 The durability of the data is ensured by the fact that the

collected data are digital

12



Some good practices in the design of ODK 
based surveys

 Create two or three short surveys forms instead of one

long.

 Since the SMS length is limited it is better to use closed

questions and codified answers.

 Implement at least one day of pre testing in the real

context of the survey

 Monitor permanently data sent from the field

13
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THEME 2: ICTs APPLIED TO DATA ANALYSIS: How can ICT 

tools contribute to enhance evaluation rigour and what 

potential do they hold for the future? 

 



 
 
 
 
 
 
 
 
 
 

 

Breakout session 6. Improving systematic reviews and 
evidence gap maps by text mining and machine 
learning 
 

 

Presenter:  
Mr Edoardo Masset, Deputy Director, Syntheses and Review Office, 3ie 



Improving systematic reviews and 

evidence gap maps by text mining and 

machine learning 

Edoardo Masset 
Deputy Director, 3ie 
emasset@3ieimpact.org 

 
ICT4Dev Conference 

IFAD Rome 

6th June 2017 

 
 
 



 

• Systematic reviews and evidence gap maps 

• Applications of text mining and machine 

learning  

• Some examples from 3ie  

• Future developments 

Outline 



Systematic collection and 

presentation of evidence on a 

particular topic or programme using 

rigorous methods 

 

     Evidence and gap maps 

     Rapid evidence assessments 

     Systematic reviews 

     Statistical meta-analyses 

 

What is evidence synthesis? 



Impact evaluations in LMICs are 

increasing exponentially 



Dozens of systematic reviews on what 

works 



 

• Two studies are better than 

one 

• To make sense of an 

increasing amount of 

evidence 

• To delegate information 

processing to intelligent 

machines or people 

• To filter the existing evidence 

• To make statements about 

what works in general and in 

what context 

Why we need systematic reviews? 



“There is no evidence for an effect of 

microcredit on women’s control over 

household spending… (and) it is 

therefore very unlikely that, overall, 

microcredit has a meaningful and 

substantial impact on empowerment 

processes in a broader sense.” 

(Vaessen et al. 2014) 

Conclusions of systematic reviews 
Meta-analyses and narrative syntheses 

Multi-component

Hygiene infrastructure interventions

Cash transfers

School feeding

Construction of new schools

CAL

Community-based monitoring

SBH- Deworming

Merit-based scholarships

Pedagogy

Teacher incentives

User fee reduction

Diagnostic Feedback

Extra time

PPP

Providing materials

Remedial education

SBH - Malaria control

SBH - Micronutrient

School-based management

Teacher hiring

Tracking

Intervention

  
0-.5 -.2 -.1 .1 .2 .5

School attendance



Evidence Gap Maps 

What are Evidence Gap Maps? 



Supporting evidence-informed policy making 
Funding research that matters 



• Define review question and criteria 

• Search studies 

• Screen the studies 

• Extract data from studies 

• Assess quality of the studies 

• Summarise the data 

• Report conclusions and recommendations 

Steps in systematic reviews 



 

• Evidence and gap maps (1-6 months) 

• Systematic reviews (12-24 months) 

• Much of tedious and mechanical work 

 

• Delays are common and reviews become 

quickly out-of-date 

• Typically it takes 2.5-6.5 years for a study to 

be included in a review! 

 

A time-consuming exercise 



• Studies are retrieved 

from databases 

(Web of Science, 

Google Scholar etc.) 

• Titles and abstracts 

are manually 

screened by 

reviewers 

• 10,000 is the norm 

(max 1 million), with 

2 minutes per title, 

this is 45 days work 

Search and screening are time 

consuming 

Full-text screening criteria: 
- Date 

- Country 

- Intervention 

- Population  

- Outcome 

- Study design 

- Efficacy 

Abstract screening criteria: 
- Date 

- Country 

- Intervention/relevance 

- Population  

- Outcome 

- Study design 

Title screening criteria: 
- Date 

- Country 

- Intervention/relevance 

- Population  

- Study design 

88,524 

records identified 

through academic 

database searching  

1049 records 

identified through 

other sources   (grey 

literature search, 

citation tracking, 

targeted search etc.)  

78,939 records 

screened at title (after 

duplicates removed) 

7923 records 

screened at abstract 

2042 full-text articles 

assessed for eligibility  

420 impact 

evaluations (papers) 

included in the review  

71,024 records excluded  

6079 records excluded  

Exclude on date: 2 

Exclude on country: 13 

Exclude on population: 79 

Exclude on intervention: 

257 

Exclude on study design: 

596 

Exclude on outcome: 367 

Exclude on efficacy: 94 

Exclude as duplicate of 

included article: 118 

No access to full-text : 74 

Corresponding to 238 studies, 

and 216 unique interventions 



 

• The number of databases available is 

increasing 

• The number of journals and reports is 

increasing 

• The amount of evidence and of impact 

evaluations are increasing 

• Maps and review get out of date quickly and 

need to be updated 

 

And it is getting worse.. 



Systematic reviews aim at including ALL 

available studies. However, time can be saved 

if: 

 

• We are able to assign to each study a 

probability of being included: a “relevance” 

score 

• We are willing to miss out studies by not 

screening studies with low probability 

A possible solution 
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Can we predict what the databases will 

deliver? Can we use the prediction to prioritise 

or to cut-down our search? 

 

Yes, steps: 

• Researchers screen a subsample of 

studies 

• The machine runs a logistic regression of 

inclusion on words and combination of 

words 

• Probabilities of inclusion are calculated 

 

Machine-assisted reviews 



The process can incorporate active learning 

between researchers and machine; 

• Researchers make first screening 

• Machines suggest studies with high 

probability of inclusion 

• Researchers make further screening 

• Machines further refine the probabilities 

• And so on.. 

Reported savings are between 10-90% of 

search (but up to 5% studies being missed…) 

Machine learning 



• 80,000 hits 

• Screened 

3,000 titles 

• Studies were 

ranked by 

probabilities 

• Higher 

probability 

studies are 

screened first 

3ie example: prioritisation EER 



• 16,000 hits 

• 1,200 titles screened 

• Classifier is tested 

and probabilities are 

calculated 

• Studies with inclusion 

probability <20% are 

excluded 

• 2,500 studies 

screened 

• Workload reduction 

over 70% 

3ie example: systematic review database 



Systematic reviews and gap 

map go quickly out of date 

because: 

• Exponential growth of 

studies 

• Length of reviewing process 

• Text mining and machine 

learning classifier are ideal 

for updating 

• Previous search is used for 

predicting future search 

The future: quick reviews updates  



• Quality appraisal by 

machines is under testing 

and machines can support 

synthesis, analysis, writing 

and all aspects of review 

• Some authors suggest 

reviews will be entirely 

conducted by machines  

• Particularly applicable in 

medicine where evidence is 

standardised 

The future: full automation of 

reviews 



• Growing innovations in 

tools and platforms 

• Transition from paper-

based journal systematic 

reviews to living systematic 

reviews 

• Systematic reviews 

become living document 

continuously updated as 

evidence becomes 

available by machines and 

users contributions 

 

The future: living systematic reviews 



Thank you 



 
 
 
 
 
 
 
 
 
 

Breakout session 7. Mapping poverty with satellite 
imagery and machine learning 
 
Presenter: 
Mr Neal Jean, Researcher, Stanford 
University 



Mapping Poverty 
 

Neal Jean, Marshall Burke, Michael Xie, 
W. Matthew Davis, David B. Lobell, Stefano Ermon 





Improved development data are sorely needed 





Almost no variation 
below the poverty line 

Nightlights are 
not useful for 
very poor areas 







Traditional imagery: Landsat, 30m 



Uganda, Dec 18 2015, Planet Labs 

Now: 3-5m is routine 



CubeSat launches since 2013 Resolution vs. revisit rate 

Hand, “Thinking inside the box”, Science, Apr 2015. 
Boshuizen et al., AIAA/USU Conference on Small Satellites, 2014. 







Deep Learning 



A. Karpathy, Stanford CS 231n Course Notes, http://cs231n.github.io/convolutional-networks/  







Cool 
Runnings 



 “Transfer learning” approach 

Satellite images Poverty measures 

Data rich proxy: 

Nighttime light intensities 

Deep learning 
model Model learns to identify features in 

imagery predictive of nightlights 



 “Transfer learning” approach 

Satellite images Poverty measures 

Data rich proxy: 

Nighttime light intensities 

Deep learning 
model 

Relate these extracted features 
to observed poverty measures 



f1 

f2 

… 

f4096 

Poverty 
Nonlinear 
mapping 

Inputs: daytime 
satellite images 

{Low, Medium, High} 

Outputs: Nighttime 
light intensities 

Convolutional 
Neural Network 

(CNN) 

Target task 



 How does this improve over nightlights? 

Daytime imagery contains much 
richer information than a single 
nightlights value 

 

Nightlights can help in learning 
these features, which show 
variation at lower income levels 



Urban Non-urban Water Road 



Consumption expenditure at village level (LSMS) 

Fit ridge 
regression 

model 



 Models appear to “travel well” 







Future applications 

• Prediction and mapping 

– Health (stunting, wasting) 

– Agriculture (crop yields) 

– Environment (deforestation, 
pollution) 

– Infrastructure (electrification, 
sanitation) 

• Monitoring 

– Anomaly detection 

– Early warning systems 

Project roadmap 

• Collect data 
– Satellite images 

– Household surveys 

• Train machine learning models 
– Python, Tensorflow 

– GPUs 

• Validate models 
– Requires ground truth data 

• Produce outputs 
– Make predictions, maps 



sustain.stanford.edu 



Supplemental 



Uganda poverty rates (2005) 



Uganda poverty rates (2005) 

Spatial dynamics of 
poverty? 



Gaussian Processes to model spatial correlations 
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Deep linear GP model 
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Key Idea: combine GP with CNN 

Features from CNN 

Gaussian process layer 

Location 1 Location n … 

Enforces spatial 
correlation 



Semi-supervised learning 

35 

Features from CNN 

= unlabeled data point 

Can quantify the uncertainty on 
our predictions 

 
Idea:  

Maximize likelihood of labeled 
points, and minimize the 

uncertainty of unlabeled points 

h(x) 



Semi-supervised learning 

36 

Features from CNN 

= unlabeled data point 

Can quantify the uncertainty on 
our predictions 

 
Idea:  

Maximize likelihood of labeled 
points, and minimize the 

uncertainty of unlabeled points 

h(x) 



Incorporating location data 
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Introduction

 Until very recently, Big Data and 

machine learning was not 

something most economists were 

concerned with

 But then, much attention was paid 

to Varian (2014) in the Journal of 

Economic Perspectives: 

“In fact, my standard advice to 

graduate students these days is go 

to the computer science department 

and take a class in machine 

learning.” 

3© 2017 Oxford Policy Management LtdJune 2017



What is new about Big Data?  

4© 2017 Oxford Policy Management Ltd

New data?

Source: datapopalliance.org

‘New’ methods and tools!

Source: UN Global Pulse Projects

 Large N

 Large P

 Real time

 High frequency

 Computational statistics

 Artificial intelligence

 Machine/statistical learning

 ‘Data Science’

 Definition is unclear

June 2017

…but it is certainly not just about the 

data.

http://www.unglobalpulse.org/projects/measuring-poverty-machine-roof-counting


Statistical learning/machine learning vs. ‘classical econometrics’

 “Understanding data” 

 Since the late 1980s, “… statistical learning has emerged as 
a new subfield in statistics, focussed on supervised and 
unsupervised modelling and prediction”. 

 An important distinction:

– ‘classical’ methods in econometrics solve estimation 
problems

 with assumptions about (linear) data generation 
processes (e.g. Y = X𝛽 + 𝜖) and distributions of 
variables involved

 deriving algebraic solutions to estimation problems 
(e.g. OLS   β = X′X −1X′Y)

 employing a frequentist approach to hypothesis 
testing

– vs. computational methods that solve estimation 
problems 

 by exploiting computational power in combination 
with re-sampling methods

 derive highly non-linear, algorithmic solutions

 and make little assumption about the data 
generating process

 I would consider methods that fall under the second 
definition as ‘new’ statistical learning in the narrow sense

5© 2017 Oxford Policy Management LtdJune 2017



Statistical learning: taxonomy of estimation problems 

 Supervised learning: 

– Learn something about the 

relationship between features (x) 

and outcome measures (y), often 

out-of-sample prediction

(E Y = f(x)) and regularisation 

(What are good predictors of y?)

 Unsupervised learning: 

– Spot patterns and structure in 

the data (only x data), often 

summarisation

6© 2017 Oxford Policy Management LtdJune 2017

Source: kaggle.com



Supervised learning approaches: some examples

 Regression trees: 

– Applicable for non-linear prediction 
problems

– Re-sampling used to identify ‘depth’ of 
regression trees

 LASSO regression: 

– Quite well-known ‘penalised’ regression, 
where RSS is minimised subject to 
absolute value of estimated coefficients

– Re-sampling used to identify ideal 
penalty term 

– Applicable for regularisation, i.e. 
selection of best sub-set of 
explanatory variables

 Vectors support machines

 Combinations! 

– Generally perform better than any 
singular predictor

 Re-sampling is always crucial to ‘tune’ 
models. 

- Note that this requires computational 
power

7© 2017 Oxford Policy Management LtdJune 2017
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Statistical learning: the importance of cross-validation for model 

fitting

 The basic idea in a prediction context:

– Use part of your data to ‘train’ your 
model

– Use the other part to ‘test’ it –
compare prediction to truth

– Repeat several times with different 
splits

– Estimate your average performance 
(e.g. mean squared error)

 This can be employed both for 

– Model assessment

– Model selection

 Choose model specification that 
minimises your estimated MSE

 Process avoids overfitting (in-
sample performance vs out-of-
sample performance)

 Note: this is an entirely empirical 
method of choosing your best model.

9© 2017 Oxford Policy Management LtdJune 2017

Source: kaggle.com

http://blog.kaggle.com/2015/06/29/scikit-learn-video-7-optimizing-your-model-with-cross-validation/


Statistical learning: strengths …

 Strengths: 

– Out-of-sample prediction and 

regularisation

– ‘Deep learning’ - computer just 

won against human in Go

– Can make use of all the Big Data 

around

– Extremely powerful with large 

datasets

10© 2017 Oxford Policy Management LtdJune 2017



Statistical learning: strengths … and weaknesses

 Inference 

– No direct interest in parameter 

estimation

 E.g. from a regression tree 

prediction, it is not possible to 

directly get  𝛽

– No direct interest in underlying 

data generation structure

 Different prediction functions 

might have similar performance

– Prediction is not causal inference

 Predicting outcomes well does 

not directly help with 

counterfactual problem

 But – this is what we want to 

solve in impact evaluations!
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How can machine learning be employed to help with causal 

inference? 

 The distinction ML as 

prediction/regularisation tool vs causal 

inference is not really as clear-cut. 

 There is an emerging literature on this 

topic:  

– American National Academy of 

Sciences had a colloquium on 

“Drawing Causal Inference from Big 

Data” in 2015 

– Justin Grimmer, Stanford, 2014: “We 

are all Social Scientists Now” 

– Sendhil Mullainathan and Jann 

Spiess, JEP Spring 2017: “Machine 

Learning: an Applied Econometric 

Approach”
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How can machine learning be employed to help with causal 

inference? 

Three main areas that I observe in evaluation work:

 Prediction as part of an estimation procedure: in many cases, causal inference 
requires a ‘prediction step’

– Instrumental Variables: 

 First stage: predict  𝑥 using instruments (z)

 Second stage: OLS on 𝑦 =  𝑥𝛽 + 𝜖

 Hence, you can use ML to improve the first stage

– Predicting counterfactuals when having ‘big data’ 

 E.g. UN Global pulse: “Using Financial Transactions Data to Measure 
Economic Resilience to Natural Disasters” (2016)

 Data-mining to find heterogeneous treatment effects and assess robustness of 
estimates to model selection

– A lot of work by Susan Athey at Stanford

 Regularisation to prevent model misspecification

– This is what we are looking at at OPM

13© 2017 Oxford Policy Management LtdJune 2017



The problem: model misspecification – an example

 Example taken from Victor Chernozhukov’s
webpage (MIT)

– Note: ‘big data’ context with large p

– Published in JEP, Spring 2014, Vol. 28 (2), pp. 
29-50.

 Acemoglu, Johnson, Robinson (2001): The effect of 
institutions on the Wealth of Nations

– Outcome: GDP per capita of countries today

– Effect of interest: quality of institutions (D)

– Instrument used: early settler mortality (Z)

– Covariates: 

 Basic: constant and latitude

 Flexible: transformations of latitude and 
continent dummies

 Problem: regularisation bias or OVB

– Can we drop the flexible controls? 

 Solution: double selection using Machine Learning 
(LASSO)

– Select covariates that predict Y and 

– Select covariates that predict D or Z

 This applies more generally to approaches that rely 
on controlling for observable covariates

14© 2017 Oxford Policy Management LtdJune 2017

http://www.mit.edu/~vchern/#veryhigh


The problem: model misspecification in non-experimental impact 

evaluations

 In practice, many impact evaluations 
rely on conditional independence or 
unconfoundedness assumption: 

𝑌1, 𝑌0 ⊥ 𝑇|𝑋

– “Conditional on covariates, 
treatment assignment (T) is 
independent of the potential 
outcomes.”

 This includes popular methods, such 
as e.g. PSM and regression 
approaches used in quasi-
experimental evaluations

 Selecting the right covariates, i.e. 
correct model specification is 
important to derive unbiased 
estimates of treatment effects
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Preventing model misspecification in evaluations 

 Approaches that are used for covariate 
selection: 

– Theory

– ‘Deep knowledge’

 Potentially dangerous? 

– Survey data commonly has many 
variables (200+) – these can be combined 
in many ways to create ‘flexible controls’ 

– It is likely that outcomes are related to 
covariates in complex, non-linear ways

– Risk of omitted variable bias is large

 What is commonly done to address this:  

– Show robustness of results to different 
specifications 

 What we are working on: 

– Using algorithmic (stepwise 
regressions/LASSO) regularisation for 
principled model selection in quasi-
experimental impact evaluations

 PSM approaches (EQUIP-T and CLP-2 
Evaluations) 
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Preventing model misspecification: example of PSM 

 PSM requires including the right set of 
covariates in the first-stage PS estimation 

– “Right set” means all covariates relevant to 
control for selection bias (i.e. related to 
treatment and outcome)

– These can be non-linear transformations 
(polynomials, interactions) of basic 
covariates

– Survey data often gives the possibility of 
controlling for 100+ covariates – together 
with transformations, this gives a very 
large set of potential covariates (large P). 

 The approach we are testing (inspired by 
double ML literature): 

– Step 1: run algorithmic selection (stepwise 
regressions, LASSO) on both treatment 
and outcome, using basic covariates. 

– Step 2: repeat including transformations. 

– Step 3: predict PS using the union of 
selected variables. 

– Step 4: perform matching and balancing 
tests using different matching approaches
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Conclusion: three main points

 Statistical/machine learning is here to 
stay - ‘classical’ econometric approaches 
will be mixed with computational methods 
more frequently for inference purposes.

 Much of this still sits in academic 
departments but slowly feeding into 
mainstream applied work. 

 Some promising areas: 

– Predicting counterfactuals 

– IVs

– In the context of RCTs: identifying 
heterogeneous treatment effects using 
principled data mining. 

– Quasi-experimental and 
observational inference: preventing 
model misspecification.

Source: https://memegenerator.net/instance/51894319
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Thank you
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Outline of Presentation

1. Background: My Roots
2. Qualitative Methods
3. Computer Assisted Qualitative Data Analysis Software
4. Collaboration & Measurement
5. Human & Machine Learning
6. Questions & Answers



BACKGROUND: MY ROOTS
Part One



Early 1990s: My Sustainable Agriculture Roots



Emergent properties found in very well read texts,
such as the character type “extremist agent of the law”



Agenda-setting in the press



Relations between Classes

Rates and Terms for Credit

Farm Profitability

Cost of Living

Soil Fertility

Education

Exploration
Speculation

Coding
Validation



Circa 1999



May 2001
Council for Excellence in Government

June 2002
National Defense University



QUALITATIVE METHODS
Part Two



Qualitative Methods: Genes, Taste, or Tactic?
• Qualitative by birth or choice?

– Some look to words as an alternative to number crunching
– Others rooted in rich and meaningful interpretive traditions

• Another group is fluent in both qual & quant
– Mixed methods open up rather than limits fields of knowledge

• One central goal is valid inferences about phenomena
– Replicable and transparent methods
– Attention to error and corrective measures
– Internal and external validation of results

• Using computers for qualitative data analysis helps, but…
– Rigor still originates with the research design, not the technology
– Software makes better organization and efficiency possible
– Coders enable the researcher to step back while scaling up



Purist

A Spectrum of Methods Approaches

deep immersion
closeness to data

antipathy to numbers
credible interpretation

in-depth analysis
contextual
subjective

experimental
mixed method
adaptive hybrid

flexible approach
interdisciplinary

open minded
quantitative

focus on error
measurement critical
validity and reliability

replication & objectivity
generalization

hypotheses

PositivistPluralist



COMPUTER ASSISTED QUALITATIVE
DATA ANALYSIS SOFTWARE

Part Three



An Incredibly Important Book



Other Very Important Books



Traditional Off-the-Shelf CAQDAS



Nvivo



Atlas



MaxQDA



Text Analytics Packages



RapidMiner



Attensity





Positive Claims for Using Software

• Convenience: Data is accessible & reducible
• Efficiency: Computer-assisted tasks like search
• Organization: Codes, memos, and teams
• Patterns: Co-occurrences, frequencies, etc.
• Outliers: Significant and otherwise
• Scale: Testing of observable implications
• Iteration: A continuous and evolving process
• Transparency: Clarify methods & confirmability
• Legitimacy: Accuracy, validity, & credibility



Concerns about Using Software

• Convenience: Too many tempting short cuts
• Efficiency: May undermine meaning making
• Organization: Becomes an end itself
• Patterns: Can be misleading
• Outliers: May be undervalued as noise
• Scale: Big data is not better data
• Iteration: Bias may be inscribed in features
• Transparency: Features that are a black box
• Legitimacy: Research design is the actual key



COLLABORATION & MEASUREMENT
Part Four







Text Classification

A 2500 year-old problem
Plato argued it would be frustrating; it still is

Software cannot remove the problem
It can expose it more quickly



Grimmer & Stewart “Text as Data”
Political Analysis (2013)

Volume is a problem for scholars
Coders are expensive

Groups struggle to accurately label text at scale
Validation of both humans and machines is “essential”

Some models are easier to validate than others
All models are wrong

Automated models enhance/amplify, but don’t replace humans
There is no one right way to do this

“Validate, validate, validate”
“What should be avoided then, is the blind use of

any method without a validation step.”





Computer Science & NSF Influence:
Measure Everything!

How fast?
How reliable?

How accurate?
Valid?



Inter-Rater Reliability is Key

Understanding the landscape of human interpretation better
prepares us to face the challenge of machine classification.

Fleiss’ Kappa: The Level of
Agreement Beyond Chance



Adjudicate Boundary Cases



“CoderRank for Enhanced Machine Learning”

“CoderRank is to text analytics what
PageRank was to search. Just as Google
said not all web pages are created equal,
Texifter argues that not all humans are
created equal. When training machines, it
is best to rely most on the humans most
likely to create a valid observation. We
proposed a unique way to rank humans
on trust and knowledge vectors.”



HUMAN & MACHINE LEARNING
Part Five



Labeling, Tagging, or Annotation
Improves Machine Learning Over Time



Iterate Human Coding & Machine Learning



Word Sense Disambiguation (Relevance)





“Patriots” Football Versus Politics





Naturally Occurring Clusters of Free Text
Can Be Discovered Automatically



• A free and open source software option
• Web-based crowd source collaborative tools
• Measurement innovation
• Free & premium real time Twitter data collection
• Random sampling and keystroke coding
• Advanced search and filtering
• Deduplication and clustering algorithms
• Custom machine-learning classifiers
• Word sense disambiguation
• CoderRank for enhanced machine learning

What have CAT & DiscoverText contributed
to the field of qualitative methodology?



Dr. Stuart W. Shulman
Founder & CEO, Texifter, LLC
Editor Emeritus, Journal of Information Technology & Politics

Contact Information
Email: stu@texifter.com
Twitter: @stuartwshulman

Thanks for Listening!
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ICT4Eval International    Conference
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Analyzing stories of change
Engaging beneficiaries to make sense of data



Cameroon Country Strategy and Programme Evaluation
• Two main objectives :

i) Assess the results and performance of the IFAD-financed strategy and programme
ii) Generate findings and recommendations for the future partnership between IFAD and

Cameroon

• Evaluation covers a 10-year period: - 2 IFAD country strategies since 2007

- 6 ongoing or achieved projects

• Diverse portfolio and development approaches: Community development,
Farmer Cooperatives, Value chains, Rural finance, Youth rural
entrepreneurship

Background and objectives

- 2 -



CSPE methodology
• Standard evaluation criteria

• “Classic” methods: desk review (context and project documents), individual and focus
group interviews, direct field observation

• How can we at the same time…
− strengthen the evidence base under data, budget and time constraints?
− involve direct beneficiaries in the evaluation process beyond providing information?

• Sense-making
− People give sense to their experience and meaning to their choices
− Reveals the reality as expressed and experienced by those involved

Background and objectives

- 3 -



• Scope of the contribution study
Two IFAD-funded value chain interventions in Cameroon:
- PNDRT (Roots and Tubers Market-Driven Development Programme), completed in 2012
- PADFA (Agricultural Value Chain Support Project), due for completion in 2017

• Research questions
− At the strategic level
What kind of support to farmer cooperatives was most effective in boosting agricultural productivity,
and improving food security and incomes of the rural poor?
 validate the theory of change of the projects by investigating links along the causal pathways between
outputs, outcomes and impacts, and associated assumptions.

− At the cooperative level
From the beneficiaries point of view, what are the most relevant and effective cooperative
services and what are the most notable changes in their livelihoods as a result of those services?

Background and objectives
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Methodological approach

Prompting
question

Story capture

Self-signification
by respondents

Discern patterns &
associations

Discussion with
respondents

Findings &
recommendations

5



• SenseMaker® Suite
Software developed by Cognitive Edge in 2005
Helps to show visual/quantifiable patterns that are strong and of potential interest for the study
Can be used for various purposes (not an evaluation tool at its origin)

• Inclusive Business Scan (Powered by SenseMaker®)
Framework built by VECO to get real-time feedback on inclusive business in smallholder

supply chains
Consultants related to VECO supported the design, data collection and analysis phases of this

study

Methodological approach
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• Stage 1 – Building the framework

• Stage 2 – Story capture and self-interpretation

• Stage 3 – Software analysis: Discerning patterns & associations

• Stage 4 – Sense-making workshops

• Stage 5 – Report drafting

Sense-making in Cameroon CSPE

Design
Data
collection

Data
analysis

- 7 -

Data
dissemination

Data
collection



Stage 1. Building the framework
Story prompt

Since you have become a member of the cooperative, can you tell us about an important positive
or negative change related to the production, processing or selling/marketing of your crop (onion,
rice or cassava) and how this has affected you and your family? Please describe what happened.

 No mention of the project
 Question as large as possible but sufficiently focussed
 Positive or negative change

“I have experienced positive change since I joined the union. I received training on good farming practices as well
as improved variety seeds. These have helped me to produce more in greater quantity and quality. This has led to
increase in my income which has helped me to sponsor my children in school and to provide for my family’s
needs. The union has a big nursery on which we multiply the improved seeds, sell and put the money in an
account from which members can borrow money and solve problems or invest in the farms. I also have access to
processing machine which enables me to grind my cassava easily. The problem I have is how to sell my produce.
The union does not help me in that regard and when I take my goods to the market it is the buyers who determine
the price.”

Mbufong Union of Root and Tubers, April 4th 2017

- 8 -



Stage 1. Building the framework
Signification framework

 Purpose of the signification framework
is to involve respondents in the
analysis

 Add a layer of meaning to the story

 Theory of Change used as a basis to
build the framework

 Framework comprised of a set of
signifiers linked to the evaluation
questions

 Signifiers comprised of MCQs, triads,
dyads and stones

 Can we add questions not related to
the story?

- 9 -



Stage 1. Building the framework
Multi-choice questions

 Used as filters and signifiers
 Essential to connect them with triads and dyads

+ demographic questions

- 10 -



Stage 1. Building the framework
Triads

 8 Triads (maybe too much…)
 Useful to get a nuanced response
 Takes time to explain

T1. In your story, the change is related to…

N/A

Production issues Processing issues

Selling my crop

T.5. Reflecting on the context of your story, where did you
see most progress on production issues in the last period ?

N/A

Reducing production cost

Increasing the volume of
your production

Improving the quality of your
production

- 11 -



Stage 1. Building the framework
Dyads

 5 dyads
 Ideally, answers should not be opposite to

avoid tendency to answer on the extremities

D1. In your story, the crop production….

Lead to
financial
loss

N/A

Is highly
profitable

Only a minority of the
members

All the members

D4. In your story, decisions taken by the cooperative, are made in the
interest of…

- 12 -



Stage 1. Building the framework
Stones

 Combination of two polarities
 Used to evaluate services provided by the cooperative
 Complex

3

2

14

56

- 13 -



Stage 2. Story capture and self interpretation
Sampling

A base sample unit of 50 stories is the
minimum size necessary to draw meaningful
findings

2 areas / 4 regions: North, Extreme North /
West, North-West

3 crops: Cassava, Onion, Rice

Gender and age: 50% women, 50% youth (<35)

300 stories in the Northern regions
200 stories in the Western regions

- 14 -



Sample not representative but inclusive

20 Cooperatives selected on the basis of their level
of maturity and project support received

Cooperatives involved in the sampling

Stage 2. Story capture and self-interpretation
Sampling

- 15 -



Stage 2. Story capture and self-interpretation
Data collection

 2 regional teams of 6 enumerators
 8 to 12 days of data collection
 Data collection on iPads and paper

 Field information mission
 12 enumerators selected
 3 days of training in Yaoundé
 One-day Field testing

- 16 -



Stage 3. Software analysis: Discerning patterns & associations
Software

 Can be done from SenseMaker Explorer or from web-based
Analyst

 Various functions to analyse triads, dyads, stones and
correlations

 Overall, easy handling and understanding but still very manual
 Analyst version still under construction

- 17 -



Stage 3. Software analysis: Discerning patterns & associations
Analysis approach

 Analysis per crop

 Analysis built around the Theory of
Change identify changes in the
causal pathways

 Use of variables to identify
different patterns (region, gender,
age, living standard…)
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Stage 3. Software analysis: Discerning patterns & associations
Visual combinations of MCQs, triads, dyads, Stones

Is highly profitable Lead to financial losses

Dyads

MCQs Triads

Stones
Meet your
needs

Doesn’t meet
your needs Got worse Improved

drastically
Training on good
farming practices
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Stage 3. Software analysis: Discerning patterns & associations
Pattern detection

Rice

Reflecting on the context of your story, where did you see most progress on production
issues in the last period?

- 20 -



Stage 3. Software analysis: Discerning patterns & associations
Stories
 Ability to identify story packs
 Enables to confirm or nuance patterns

 Stories tell real experiences…

- 21 -



Stage 4 – Sense-making workshops

 4 workshops with 20 to 30 participants from 2 to 3 cooperatives each
 2 facilitators per workshop
 Stakeholders help evaluators to understand patterns and trends in the data
 Feedback and mutual learning

- 22 -



 Stories and patterns are not enough to
draw conclusions

 Structured discussions around topics
identified by software analysis: Factors
affecting agricultural production, price risk
management, cooperative governance,
use of income, estimate of added value of
different crops…

Stage 4 – Sensemaking workshops
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 Deeper analysis of stories linked to patterns

 Exploiting sense-making workshop conclusions

 Drafting of contribution study report

 Integrate findings in CSPE report

Stage 5 – Report drafting
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 Advantages
• Quick collection and analysis of qualitative data (cost and time efficient)
• Provides evidence-based “hard” and “soft” data
• Participatory approach involving respondents in data analysis
• Fit in the evaluation process and adapted to a mixed-methods approach

 Limitations
• Researcher biases are unavoidable (framework design, TOC, sampling…)
• Issues of representativeness
• Requires technical support at first use
• Requires close supervision of data collection

Conclusion

- 25 -



Where do you put most
emphasis in your evaluations?

Conclusion

Credibility
(independence,

scientific validity)

Relevance
(responding to decision
making need, timing)

Legitimacy
(fairness, inclusiveness,

transparency)

N/A



Thank you !
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Budget

Item Details Cost (USD)

Technical expertise Around 45 days of technical support in each phase of the process 20 000

SenseMaker software
license

License fees for the activation of the COLLECTOR site/app and the use of
the server for data collection.

2 500

Tablets rental This includes the cost of renting 10 tablets for a period of two weeks. 500

Technical support sub-total 23 000

Expenses of the
enumerators

In accordance with local fares applicable 6 000

Data collection
mission

Flights and per diem for international experts (16 days mission) and
logistics

11 000

TOTAL 40 000

Cost estimate (Cameroon)

- 28 -



 
 
 
 
 
 
 
 
 
 
 

 

THEME 3: DISSEMINATION  AND CROSS-CUTTING ISSUES: 

How can ICT tools contribute to enhance evaluation rigour 

and what potential do they hold for the future?
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real TIME FEEDBACK

Enabling community participation and validation of digitally
collected data through real time feedback

Emily Tomkys & Simone Lombardini June 2017
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WHO WE ARE

Emily Tomkys
ICT in Programme Officer – PMEAL
@emilytomkys
etomkys@oxfam.org.uk

Simone Lombardini
Global Impact Evaluator Adviser
@simonelomb
slombardini@oxfam.org.uk
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OBJECTIVES

Share our experience and initial considerations in using and
sharing survey data collected with digital devices, in order to:

1) Greater engagement with communities:
• by reducing the feeling of extractive process produced by household

surveys;

2) Increase knowledge:
• Sharing relevant information to local communities;
• Improve programme understanding by better integrating qualitative and

quantitative data and techniques.



INTRODUCTION & MOTIVATIONS
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EFFECTIVENESS REVIEWS
• Conducted within the Global Performance

Framework, the Effectiveness Reviews
investigate impact of Oxfam’s projects.

• Random sample of ‘mature’ projects across six
thematic areas.

• Projects implemented at individual, household
or community level are evaluated (mainly)
using quasi-experimental impact evaluation
tools.

• First set of reviews was conducted in
2011/12. More than 50 quasi-experimental
impact evaluations in 30 different countries.

• Strong investment in measurement
approaches for ‘hard to measure’ concepts
(Women’s Empowerment and Resilience)
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EVALUATION PROCESS

Project
selection
(Evaluab

ility
assessm

ent)

Evaluation
design

Data
collection
(Househol
d survey)

Data
analysis

Report
writing

Learning
consider

ations

Manage
ment

response
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VALUE ADD OF ICTs

Data security

Time

Cost

Data accuracy
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PERSISTING LIMITATIONS
1. Recognition that household surveys can be long and tedious.
• Respondents may feel little connection and motivations to take part

in the survey.
• Issues with response rate and representativeness of the study

2. Long knowledge-chain.
• Respondents dedicate time to provide detailed information which

researchers and evaluators use to answer evaluation/research
questions.
 Are the research/evaluation questions relevant to respondents and

communities?
 Are the results shared back with the original communities?
 If so, after how long?
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VALUE ADD OF ICTs

By sharing and using survey data during data collection
can increase:

 Accountability & participation
 Knowledge & understanding



SHOWCASES
Thailand (2014/15)
Armenia (2015/16)
Zambia (2016/17)
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THAILAND (2014/15)

• Socialization process with
local leaders of
agricultural groups

• Shared summary
statistics of key
indicators:
• Farming activities
• Water storage

capacity
• Weather forecast
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ARMENIA (2015/16)

• Attempt to better
integrate qualitative and
quantitative data

• Use real-time survey data
to conduct ‘think aloud
interviews’ to a random
sub-sample of survey
respondents.
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ARMENIA (2015/16)
1 - CONTRIBUTION TO HOUSEHOLD INCOME
Mrs [respondentname], you indicated to our staff that your contribution

to household income has moved from [incomeshare2010]% in 2010
to currently [incomeshare]%.

Can you explain us why? What has happened to produce this change?
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ZAMBIA (2016/17)

• Presentation to
Disaster Management
Committee
o Water source
o Climate change in

harvest
o Agricultural techniques
o Early warning systems
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ZAMBIA (2016/17)

• Socialisation with survey
communities
• Ranging 20-50

participants per group

“it was useful, now we know that
in some areas other people are
producing better so we can go
and learn about that”



CONSIDERATIONS
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COST

Digital

Digital +
socialisation

Paper

Digital*

-15% +10/15%
* Assuming devices are already available
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THE KEY QUESTIONS

• Who to communicate to?
• Define the objective of the exercise

• How to communicate?
• Define target audience, define tools

• What to present?
• Data protection risks with sharing survey data

• Aggregate data only if shared in public
• No sensitive information

• The information needs to be useful for the audience
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CHALLENGES

• Not all household surveys can
be conducted with digital
devices

• Data protection risk with sharing
data

• Inclusivity of feeding back
results

• Capacity issue
• Coordination between staff

working on different parts of the
process
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GOING FORWARD

• All household surveys to be done digitally (if suitable)
• Systematise the socialisation process to facilitate its use in

future data collection processes
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http://policy-practice.oxfam.org.uk/publications/going-digital-using-digital-technology-to-conduct-oxfams-effectiveness-reviews-578816
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http://policy-practice.oxfam.org.uk/our-approach/monitoring-evaluation/real-geek
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IN CONCLUSION

We shared our experiences and considerations in using and
sharing survey data collected with digital devices, in order to:

1) Greater engagement with communities:
• by reducing the feeling of extractive process produced by household

surveys;

2) Increase knowledge:
• Sharing relevant information to local communities;
• Improve programme understanding by better integrating qualitative and

quantitative data and techniques.



THANK YOU



 
 
 
 
 
 
 
 
 

Breakout session 12 – Exploring the soft side: Ethics, 
protection and inclusion in ICT4Eval 

 
Presenters: 
Mr Michael Bamberger, independent consultant and author of UN Global Pulse report on 
“Integrating Big Data into Monitoring and Evaluation of Development Programmes” 
Ms Linda Raftree, independent consultant 



Exploring the Soft Side
Ethics, protection and inclusion in ICT4Eval

Michael Bamberger, Independent Evaluator
Linda Raftree, Independent Consultant

ICT4Eval, June 6-7, 2017



Part 1.
What are the

opportunities that ICT
offers for inclusion and

participation?



ICT is potentially a two-
way street



ICT offers access to a wider
range of information



There are potential
benefits to a project’s

target populations



ICT offers potential benefits
for vulnerable groups and
those with less of a voice



There are some wider
benefits of ICT



But…. none of these
potential benefits happen

automatically!



Part 2.
What are some of the

challenges and barriers
to consider?



Operational  :
staff, resources,

capacity



Methodological  :
bias, rigor, tech-driven



Ethical:
privacy, security,

unintended
consequences



Behavioral or
organizational:

resistance to change



Sectoral  :
nuances and contexts



Technical:
build or buy,

connectivity, total cost
of adoption,

interoperability



Links and References ( 1(
Raftree, L and Bamberger, M (2014) Emerging opportunities: Monitoring and

evaluation in a tech-enabled world.  Rockefeller Foundation. Available at:
http://www.rockefellerfoundation.org/blog/emerging-opportunities-monitoring  .
Challenges and opportunities in the utilization of ICT.

Bamberger, M,. Raftree, L,. and Olazabal, V (2016). The role of new information and
communication technologies in equity-focused evaluations: Opportunities and
challenges. Evaluation 2016, Vol 22(2) 228-244.
Review of many of the issues discussed in this workshop.

Bamberger, M., Tarsilla, M. and Hesse-Biber “Why so many “rigorous” evaluations fail
to identify unintended consequences of development programs: How mixed
methods can contribute.” Evaluation and Program Planning 55 (2016) 155-162.
The case study on Zambia illustrates the potential downside of women’s access to
cell-phones in Zambia when male partners feel threatened and can react violently.
Often these outcomes are overlooked. Examines the reasons why the negative
outcomes of this and many other development programs are overlooked in the
evaluations.



Links and References ( 2(
Bamberger, M (2017) Integrating big data into the monitoring and

evaluation of development  programs. UN Global Pulse and the
Rockefeller Foundation. Available at:
http://unglobalpulse.org/sites/default/files/IntegratingBigData_intoME
DP_web_UNGP.pdf  .
Review of how big data and ICT are being used in the M&E of
international development programs.

Raftree, L. Wait… What? https://lindaraftree.com/ Linda blogs regularly on
the ethics of using ICTs and technologies in development programming.

MERL Tech News http://merltech.org/category/news/ MERL Tech is a
conference focused on the use of technology in monitoring, evaluation,
research and learning. It currently happens twice a year (in London and
Washington, DC) and is expanding to other cities as well. MERL Tech is
organized by Linda Raftree and Wayan Vota.



Links and References ( 3(
GSMA (2015) Bridging the gender gap: Mobile access and usage

in low and middle-income countries. Available at:
http://gsma.com/connectedwomen/wp-
content/.uploads/2015/02/GSM0001_02252015_GSMARepo
rt_FINAL-WEB-spreads.pdf

ICT Works: 6 recommendations for supporting women and girls
power, voice and influence through digital ICTs
Available at: http://www.ictworks.org/2017/04/25/6-
recommendations-for-supporting-women-and-girls-power-
voice-and-influence-through-digital-icts/
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Breakout session 13 – How to use social media to 
positively impact development projects 
 
Presenter: 
Alberto Souviron, Digital Media Specialist 
 



Social Media
How to use it to impact development projects positively



Not anymore a fashion



Social and the world



Different uses



Urban vs. rural

• Low social media penetration
in Africa.

• Is it worthy the effort?



Digital gap



Digital gap



Urban vs. rural – The right debate?

• It’s true that many of our most important audiences in the Global
South are yet to gain access to social media. Nonetheless, its role
and influence within the information ecosystems we work in will
only grow and its ability to support positive development
outcomes demands exploration.

Rosie Parkyn, “The role of social media in development”, BBC Media Action, 2017



Urban vs. rural



Urban vs. rural



Urban vs. rural



Urban vs. rural



Internet.org



How can be use for development?

• “Social media can help in collecting data and adding to the usually
quantitative elements of surveys, etc.”

• There is a link between (local + global) journalism, evaluation and
social media:

• Reach out to different stakeholders
• Connect and collect feedback and get out of the silo

Tobias Denskus, Malmo University



Have a plan (Ohio State University)



Have a plan, research, know your audience



Listen



Listen



Analyse



Analyse



Analyse



Ask



Participate and collaborate



Participate and collaborate



Participate and collaborate



Participate and collaborate



Participate and collaborate – beyond
traditional networks



Participate and collaborate – beyond
traditional networks



Listen, engage, collaborate



Thank you!



 
 
 
 
 
 
 
 
 

Breakout session 14 – From data to decision: How to 
collect, analyse and use high quality data to increase 
impact 
 
Presenters: 
Stefan Kraus, Programme Manager, Akvo South East Asia 
Charlotte Soedjak, Project Manager, Akvo Foundation 
Marijke de Graaf, Food Security Strategy and Policy Advisor, Interchurch Organisation for 
Development Cooperation (ICCO) 



From data to decision
How to collect, analyse and use high quality data
to increase impact?

7 June 2017

Stefan Kraus & Charlotte Soedjak
(Akvo)

Marijke de Graaf (ICCO)



From data to decision

How to collect, analyse and use high quality data

to increase impact?

• Process: of Capturing, Understanding and Sharing data

• Breaking it down: survey design, data collection,

analysis, knowledge sharing



Availability of data

Some developments driving availability of data:

• Technology

• Open data

• Sustainable Development Goals

Results in large amounts of available data

Poses challenges



Data science process









• Survey design (digitisation of Sustainable Rice
Platform standard)

• On site training on digital data collection
• Support during data collection and analysis
• Real-time scoring and feedback
• All farmer data collected and analysed in 10 days



SRP standard digitization





Mars Pakistan Dashboard
pre-harvest

Initial SRP Score Net Income Water Use



Key considerations for data to decision

• Data collection is only one piece of the puzzle

• Design with and for end-users

• Important to consider other possible challenges:
 Importance of training and iteration

 Survey design and consistency in data collection/understanding

 Data analysis (who? capacity?)

 Data ownership and feedback loops

 Design for data aggregation/integration

 Other sensitivities (e.g. cultural challenges, land boundaries)



Thank you

Stefan Kraus, stefan.kraus@akvo.org

Charlotte Soedjak, charlotte@akvo.org



 
 
 
 
 
 
 
 
 

Breakout session 15 – Open data and dissemination: 
Has the time come for common reporting standards on 
evaluations? 
 
Presenter: 
Rupert Simons, CEO, Publish What You Fund 



Has the time come for a
results data standard?

Rupert Simons
7 June 2017



In this presentation I would like to

Outline a problem we (all) face

Consider the case for a results data standard

Consider the case against a new standard

Suggest how to improve data sharing



Introducing me and Publish What You Fund

• We publish the Aid Transparency Index (most recently in 2016)

• We collaborate on the Open Agricultural Funding project with
InterAction, Development Gateway, Open Data Services, the
Foundation Center and the CGIAR

• I was previously a Governance Advisor in Ethiopia, Liberia and
Sierra Leone and a project manager at McKinsey & Company

• Mostly consumers of data, not expert statisticians

We envisage a world where aid and development information is
transparent, available and used for effective decision-making,
public accountability and lasting change for all citizens.



Have you ever wondered . . .

Why a programme was
renewed when an

evaluation said it was
ineffective?

Why donors still fund
‘capacity building’ in
spite of decades of
evidence against it?

Why nobody seems to
have read (or

downloaded) your
amazing evaluation

Why donors hire
consultants to tell them
what everyone else has

done and how it worked?



We want data on the same thing, but . . .

Photo credit: Shutterstock; Abel and Cole

Aid-
funded
projects

Govern
ment-
funded
projects

Univers-
ities and
research
institutes

Private
research



There are several data standards for aid and
international development, but not results

• Aid and development finance
standard used by donors, banks,
UN agencies and NGOs

• 550 publishers worldwide
• Results for 35,000 activities

• Public procurement data standard
• Early applications in Nigeria,

Slovakia, Ukraine and UK
• No systematic framework for

measuring contractual outcomes

• ISO standard adopted by UN Stats
Commission and Eurostat

• National income accounts and
statistics but no results data field

?



A metadata standard for evaluations and
results would be useful

• Programme description
• Theory of change
• Impact appraisal

(anticipated results)
• Outputs, outcomes and

ultimate impact
• Unanticipated consequences
• Lessons learned

• Study title
• Language(s)
• Funding organisation
• Implementing organisation
• Details of evaluators
• Study methods
• Grading, ranking or ‘traffic

light’ schema (though can be
counterproductive)

Results data Results metadata

Difficult to standardise as partly
subjective and qualitative

See also Development Initiatives and Publish What You Fund:
‘Open Metadata Portals’ at http://juds.joinedupdata.org/

Easier to standardise
Helps find and use data



However, the experience of IATI cautions
against creating another standard

The number of IATI publishers has
increased steadily in the past five years

Source: IATI annual report, Development Initiatives

But the data is not being
aggregated or used as intended

“By far the most evident
current use case for this data
in practice is in information
portals set up by donors and
development partners”

Report by IATI Secretariat,
March 2017



Evidence-based development is at a much
smaller scale than evidence-based medicine

• 303 summary reviews
• 4,260 impact evaluations in the

database
• All CGIAR centres together have

an income of approximately $1
billion per year

Source: 3ie, Cochrane Collaboration

• 9,832 systematic reviews
• Over 1 million controlled trials on the

central register
• US federal budget for 2017 provides

$5.4 billion just for cancer research

The supply and demand for results and
evaluation data are too small to outweigh the
costs of creating a results data standard



Nevertheless, there are opportunities to
improve data on results

• Standards bodies and
data users should work
together to agree a
common metadata
schema for evaluations
and results in aid and
development finance

• These could be
incorporated to the next
versions of the IATI and
Open Contracting data
standards due in 2018-19

• Organisations who fund
and commission
evaluations should
require publication in
open, searchable
formats, including plain
text as well as PDF

• Researchers should
publish their data sets
and code, including for
studies that did not show
significant results

Publish metadata in
existing standards

Publish all data sets in
open access formats

Thank you

Which of these should
shape the design?

• Reporting to donors
• Accountability

(‘follow the money’)
• Monitoring and

evaluation
• Learning and

improvement

Define the use case for
publishing results data


